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Abstract:
The power consumption of the data centers in the US in 2006 was 1.5% of the total energy consumed at a cost of more than $4.5B. With the expected 30-fold increase in data traffic over the next decade, the overall power consumption of data centers and networks will become an issue of vital importance to the IT and telecommunications industries. 

This workshop focuses on current power consumption challenges and limitations for data centers and data networks, on opportunities to jointly optimize data center and network designs and architectures and on innovative solutions to improve the overall energy efficiency to enable sustainable communications and computing platforms, solutions and networks. Hear from world-renowned and leading experts in the field share their insights and expertise and engage in stimulating discussions. In addition to a series of invited presentations, the event includes a panel discussion with a direct and audience questions to the panel.

Overview and Brief Description of Workshop:

As data centers continue to grow in size and complexity to handle the exponential growth in traffic, their power consumption is becoming increasingly important. By some estimates (from the US EPA Report to Congress on Server and Data Center Efficiency, 2007), the power consumption of the data centers in the US in 2006 was 1.5% of the total energy consumed at a cost of more than $4.5B. The power consumption is expected to double by 2011 and require up to 7GW at peak loads. Further the overall Internet traffic (of which a large portion is going to the data centers) is expected to continue to grow at annual rates of 30-60% leading to a more than 30-fold increase of the total communication traffic in the next decade. 
With such exponential growth in traffic, the overall power consumption of data centers and networks will become a critical issue and could ultimately limit the growth of communication services and applications. It is of vital importance to the IT and telecommunications industries to find innovative solutions to improve the energy efficiency of networks and data centers to enable sustainable communications and computing platforms, networks and solutions. 
The workshop will be a full-day event with a series of presentations by distinguished and world-renowned experts in the fields of networking, data centers, computer science, energy efficiency, communications and computing. The focus of the workshop is to understand challenges and limitations that data centers and networks face from an energy perspective, to discuss opportunities and innovative solutions for improving the energy efficiency of data centers and networks and to foster increased collaboration to address this crucial challenge. It will bring together experts from the telecommunications, networking, computer and IT industries to discuss challenges and opportunities for improving the energy efficiency of data centers and networks and to discuss novel end to end approaches that several layers including the components, sub-systems, networks, architectures, services and applications.
Agenda
	8:30–9:00 am
	Registration and Welcome

	9:00–9:45 am
	Keynote Presentation 

	
	John Shalf (Lawrence Berkeley National Laboratory):  
“Enabling Energy Efficient Exascale Computing Applications with Optical Interconnects”

	9:45-10:00 am 
	Networking Break

	10:00–12:00 am
	Session #1: Hardware and Components

	 
	Keren Bergman (Columbia University): 
“Optically Interconnected Data Center Architecture for Bandwidth Intensive Energy Efficient Networking”

	 
	Richard Penty (University of Cambridge): 
“Reducing the Energy Consumption of Photonics Hardware in Data Center Networks”

	 
	Jesse Simsarian (Bell Labs - Alcatel-Lucent): 
 “The Evolution of Optics in Data Centers”

	12:00 – 1:00pm
	Lunch

	1:00 – 3:00pm
	Session #2: Networking and Architecture

	 
	Tajana Rosing (UC San Diego): 
“Using Green Energy Prediction for Energy Management in Large Scale Distributed Data Center Networks”

	 
	Kushagra Vaid (Microsoft Research Lab): 
“Pushing the Limits of Datacenter Efficiency: Challenges and Opportunities”

	 
	Randy Katz (UC Berkeley):  
“Shadow Ports to Improve Network Switch Energy Efficiency”

	3:00 – 3:30pm
	Networking Break

	3:30 – 5:30pm
	Session #3: Services and Applications and Panel Discussion: "How Energy Efficient is the Information Industry? New perspectives on Networks and Data Centers"

	 
	Sujata Banerjee (HP Labs):  
“Towards NetZero Infrastructure: Sustainable and Energy Proportional Networking”

	 
	Andrew Dugan (Level 3): 
 “Carbon Footprint Reduction in Optical Networks; 10G vs. 100G”

	 
	Bob Kimball (Ciena)

	 
	Masum Mir (Juniper Networks)

	 
	Kushagra Vaid (Microsoft Research Lab) 


Presentation Abstracts  & Speaker Biographies

John Shalf
NERSC, Lawrence Berkeley National Lab, USA. 
“Enabling Energy Efficient Exascale Computing Applications with Optical Interconnects”
Abstract:
The past few years has seen a sea change in computer architecture that will impact every facet of our society as every electronic device from cell phone to supercomputer will need to confront parallelism of unprecedented scale. Enabling future advances in sustained computational performance will require fundamental advances in computer architecture and programming models that are nothing short of reinventing computing. Optical interconnect technologies will play an essential role to enable future progress in exascale computing.  The talk will provide an overview of the challenges of the next decade of computing and the opportunities for improved energy efficiency and application performance from advanced interconnect technologies.

Keren Bergman

Charles Batchelor Professor and Chair of Electrical Engineering; Columbia University
"Optically Interconnected Data Center Architecture for Bandwidth 
Intensive Energy Efficient Networking"
Abstract:

The relentless rise of data-intensive cloud-based services continues to drive network performance requirements demanded by modern data centers. Scaling electronic packet-switched data center networks to provide bandwidths commensurate with traffic demands will either be prohibitively costly, overly complex, or result in unsustainable energy requirements. Network oversubscription commonly used today to reduce costs, further exacerbates the performance bottleneck of communication-intensive applications. Recent network architectures based on optical circuit switching leverage the fundamentally higher capacity and energy efficiency of photonic technologies and can deliver bisection bandwidths comparable to fully provisioned packet-switched networks. However, in terms of connectivity, the high bandwidth optical paths are limited to one-to-one matching between racks within the network. This talk will address we an enhanced optically connected network architecture featuring advanced photonic functionalities to support a wider class of bandwidth-intensive traffic patterns characteristic of cloud computing systems. This proposed architecture can enable a rich set of photonic resources to be allocated on-demand to optimize communications between various applications within the data center.

Bio:

Keren Bergman is the Charles Batchelor Professor and Chair of Electrical Engineering at Columbia University where she also directs the Lightwave Research Laboratory (http://lightwave.ee.columbia.edu/). She leads multiple research programs on optical interconnection networks for advanced computing systems, data centers, optical packet switched routers, and chip multiprocessor nanophotonic networks-on-chip. Dr. Bergman holds a Ph.D. from M.I.T. and is a Fellow of the IEEE and of the OSA. She currently serves as the co-Editor-in-Chief of the IEEE/OSA Journal of Optical Communications and Networking.
Richard Penty
Professor of Photonics; University of Cambridge
“Reducing the Energy Consumption of Photonics Hardware in Data Center Networks”

Abstract:

This talk will discuss work on reducing the energy consumption of photonics within optical datacommunications systems.  It will concentrate on physical techniques to achieve this aim, and describe low energy coding and switching technologies developed using a generic foundry approach.

Bio:

Richard V. Penty received the Ph.D. degree in engineering for his research on optical fiber devices for signal processing applications from the University of Cambridge, Cambridge, U.K., in 1989. He was a Science and Engineering Research Council Information Technology Fellow with the University of Cambridge, where he worked on all-optical nonlinearities in waveguide devices. He is currently the Professor of Photonics at the University of Cambridge, having previously held academic posts at the University of Bath, Bath, U.K., and the University Bristol, Bristol, U.K. He has been the author of more than 700 refereed journal and conference papers. His research interests include high-speed optical datacommunications systems, radio over fibre communication and sensing systems and green photonics. He is the Editor-in-Chief of the IET Optoelectronics Journal.

Jesse Simsarian

Member of Technical Staff; Alcatel-Lucent Bell Laboratories
"The Evolution of Optics in Data Centers"
Abstract:

The popularity of Internet services such as search, gaming, and storage is driving the construction of large data centers with 10s of thousands of servers.  Efficiently networking these servers is critical to achieve high performance with low cost and power consumption.  While the majority of switch interconnections in data centers presently use single-wavelength multi-mode fibers, this talk will consider an evolution to more single-mode fiber in the data center with wavelength-division multiplexing that will likely be facilitated by integrated photonic devices.  By examining the traffic characteristics and server interconnection patterns in large data centers, we will also describe how emerging technologies such as optical circuit and optical packet switching can be applied to switch interconnection.
Bio:
Jesse Simsarian is a Bell Labs researcher in optical networking and advanced optical switching.  At Bell Labs he works on system experiments and has demonstrated a scalable optical packet router and fast-switching coherent optical receiver.  Prior to Bell Labs he was a National Research Council Fellow at the National Institute of Standards and Technology in Gaithersburg, MD.  He received a Ph.D. degree in physics from the State University of New York at Stony Brook in 1998.

Tajana Rosing

Associate Professor; UC San Diego








"Using Green Energy Prediction for Energy Management in Large Scale
 Distributed Data Center Networks"

Abstract:
Many companies deploy multiple data centers across the globe to satisfy the dramatically increased computational demand. Wide area connectivity between such geographically distributed data centers has an important role to ensure both the quality of service, and, as bandwidths increase to 100Gbps and beyond, as an efficient way to dynamically distribute the computation.  The energy cost of data transmission is dominated by the router power consumption, which is unfortunately not energy proportional.  In this talk we not only quantify the performance benefits of leveraging the network to run more jobs, but also analyze its energy impact. We compare the benefits of redesigning routers to be more energy efficient to those obtained by leveraging locally available green energy as a complement to the brown energy supply. Furthermore, we design novel green energy aware routing policies for wide area traffic and compare to state-of-the-art shortest path routing algorithm.  Our results indicate that using energy proportional routers powered in part by green energy along with our new routing algorithm results in 10x improvement in per router energy efficiency with 36% average increase in the number of jobs completed.

Bio:

Tajana Šimunić Rosing is currently an Associate Professor in the Computer Science Department at UCSD.  She is currently heading the effort in energy efficient datacenters as a part of MuSyC center.  Her research interests are energy efficient computing, embedded and wireless systems.  Prior to this she was a full time researcher at HP Labs while working part-time at Stanford University.  She finished her PhD in 2001 at Stanford University, concurrently with finishing her Masters in Engineering Management.  Her PhD topic was Dynamic Management of Power Consumption.  Prior to pursuing the PhD, she worked as a Senior Design Engineer at Altera Corporation.  She is currently an Associate Editor of IEEE Transactions on Mobile Computing.
Kushagra Vaid
Partner Director, Hardware Engineering, Online Services Division, Microsoft

Microsoft Research Lab

"Pushing the Limits of Datacenter Efficiency: Challenges and Opportunities"
Abstract:

There have been several advancements in datacenter efficiency over the past decade, both in the areas of energy and environmental impact. In addition to reducing the cost of deploying infrastructure, these trends have also resulted in reduced carbon footprint and environmental resource usage. Has the industry now reached a maturity point? What are the issues that lie ahead for the next phase of efficiency improvements? In this talk, we will review the current status of the industry, and frame the discussion for research challenges and opportunities that lie ahead.

Bio:

Kushagra leads a team of Hardware Architects responsible for designing Server Infrastructure for various applications (such as Bing, Azure, Hotmail, Xbox Live etc) that comprise Microsoft's Online services. Prior to joining Microsoft 4 years ago, Kushagra was at Intel for over 12 years where he was the Lead Architect for Microprocessor and Platform designs for Itanium and Xeon servers. Kushagra has over 25 patents in system architecture, and over 15 Research publications in Performance Engineering and Hardware Architecture in international journals/conferences and has given several talks in industry forums.  Kushagra has a Masters Degree in Computer Science from State University of New York.
Randy Katz
United Microelectronics Corporation Distinguished Professor, EECS Department, University of California, Berkeley; UC Berkeley
“Shadow Ports to Improve Network Switch Energy Efficiency”

Abstract:

A grand challenge of the modern age is to reduce the world’s energy consumption. Our focus is one part of the larger problem: to reduce the energy of the network infrastructure, particularly the network switches found in enterprises and datacenters. Provisioning these for peak traffic load significantly underutilizes their internal hardware. Using the principle of doing nothing well (i.e., scale down energy consumption with reduced use), we propose a new mechanism we call shadow ports. This is a technique to allow the conventional port logic to be powered down during periods of low traffic intensity, yet it still handles low packet rates by sharing the resources of a backing port that "shadows" conventional ports. Reducing the energy consumption of ports is important: they account for up to 45.8% of the energy consumption in a fully configured switch. We present our shadow port design and describe its hardware implementation. Through extensive simulations based on realistic data- center traffic models, we demonstrate that shadow ports reduce port energy consumption by up to 65% while interacting favorably with transport protocols with more than 97.6% of ideal TCP throughput.
Bio:
Randy Howard Katz received his undergraduate degree from Cornell University, and his M.S. and Ph.D. degrees from the University of California, Berkeley. He joined the Berkeley faculty in 1983. He is a Fellow of the ACM and the IEEE, and a member of the National Academy of Engineering and the American Academy of Arts and Sciences. In 2007, he received an honorary doctorate from the University of Helsinki. He has published over 250 refereed technical papers, book chapters, and books. He has supervised 49 M.S. theses and 39 Ph.D. dissertations. His recognitions include thirteeen best paper awards, two test of time awards, three best presentation awards, the Outstanding Alumni Award of the Computer Science Division, the CRA Outstanding Service Award, the Berkeley Distinguished Teaching Award, the CS Division's Diane S. McEntyre Award for Excellence in Teaching, the Air Force Exceptional Civilian Service Decoration, the Public Service Medal of Singapore, the IEEE Reynolds Johnson Information Storage Award, the ASEE Frederic E. Terman Award, the IEEE James H. Mulligan Jr. Education Medal, the ACM Karl V. Karlstrom Outstanding Educator Award, and the ACM Sigmobile Outstanding Contributor Award. In the late 1980s, with colleagues at Berkeley, he developed Redundant Arrays of Inexpensive Disks (RAID), a $15 billion per year industry sector. While on leave for government service in 1993-1994, he established whitehouse.gov and connected the White House to the Internet. His current research interests are the architecture of Internet Datacenters, particularly frameworks for datacenter-scale instrumentation and resource management. With David Culler and Seth Sanders, he has started a new research project on Smart Energy Networks, called LoCal.

Sujata Banerjee
Distinguished Technologist; HP Labs


“Towards NetZero Infrastructure:  Sustainable and Energy Proportional Networking”
Abstract:

Significant strides have been made in reducing the energy footprint of the individual components of a datacenter, including servers, cooling, and networking.  However, the focus has been on reducing the operational expenses, which is only the first step towards a sustainable NetZero infrastructure.   We need to move towards a holistic approach that balances the supply and demand sides of the equation while adopting a lifecycle perspective.   This talk highlights these issues, with a focus on networking.

Bio:

Sujata Banerjee is a Distinguished Technologist in HP Labs, where she is the co-principal investigator for a project on flexible programmable networks.  Her research has spanned network measurement, quality of service, and network energy efficiency.  She is a recipient of the NSF CAREER award, while on the faculty of the University of Pittsburgh.  She holds a Ph.D. degree from the University of Southern California, and B. Tech. and M. Tech. degrees from the Indian Institute of Technology (IIT), Bombay.  

Andrew Dugan
Senior Vice President of Network Architecture & Engineering; Level 3 Communications

Abstract:

Bio:

Andrew is senior vice president of Network Architecture & Engineering for Level 3 Communications. Under his leadership, the organization is responsible for establishing a long term strategy and evaluating and selecting technologies for Level 3's transport, data, voice and video networks. Andrew has 23 years of experience in building telecommunications networks, switching platforms and services platforms.  Prior to joining Level 3, Andrew worked for MCIWorldcom, designing and building transport network support systems, enhanced voice services platforms and architecting next generation switching networks. Prior to MCIWorldcom, Andrew worked on building switching systems for Lucent Technologies.

Bob Kimball
Chief Technology Officer, Ciena Government Solutions; Ciena

“Carbon Footprint Reduction in Optical Networks; 10G vs. 100G”

Abstract:

The carbon footprint of several optical network capacities, at 1Tbit/sec, 3.8 Tbit/sec, and 8.8Tbit/sec, are calculated  using line rates of 10G and 100G on a reference network similar to the topology of Internet 2. Utilizing models generated by the EPA the carbon foot print was calculated for the entire life cycle of the network including manufacturing, transportation, electrical usage, HVAC, and disposal of the equipment. The analysis shows that there is a twofold reduction in carbon footprint for a given network capacity when 100G transport is used vice 10G. Analysis shows that 96% of the carbon footprint is generated by electricity usage, which is split 83% for optical networking equipment and 13% for HVAC.
Bio:

Mr Kimball is the CTO of Ciena Government Solutions responsible for identifying technology directions and product positioning for sales of Ciena optical networking products in the DOD, Civilian Government, and Research and Education market segments.  Recent projects include technology refresh of existing Government networks with 100G transport,  the impact of Open Flow in the Government space, enhanced network security using carrier Ethernet technology and the impact to Green initiatives from the evolution of optical transport and switching technologies. Prior to coming to Ciena, Mr Kimball held positions  at the Defense Information Systems Agency, MITRE, and AT&T Bell laboratories where he was a subject matter expert and engineering manager in transmission engineering for both submarine and terrestrial optical networks. He has a background in nonlinear optics and modeling complex optical systems.  Recent public appearances by Mr Kimball include a panel discussion and the spring 2011 Internet 2 members meeting on network security and a Ciena webnar which explored the use of converged optical Ethernet to enhance network security.
Masum Mir
Senior Product Line Manager; Juniper Networks
1

